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Abstract: Deep learning creates a hybrid CNN-LSTM model for voice signal emotion prediction. The design addresses voice
emotion recognition issues with both neural architectures. CNN feature extractors can create abstract representations from raw
audio waveforms. The CNN finds crucial patterns like spectral and temporal data, eliminating human feature engineering, a
bottleneck in prior methods. LSTM networks handle temporal dependencies and sequential data well with gathered properties.
The gated LSTM learns speech dynamics and emotions by retaining contextual information. The TESS was utilized to train
and evaluate the suggested model. The approach improves speech emotion prediction with 99.29% classification accuracy. This
high accuracy shows the model’s architecture and ability to generalize across emotional states in the dataset. Study findings
affect many applications. Emotional computing is more personalised and sensitive, as is voice emotion recognition. Speech
recognition emotion detection enhances context awareness and reaction tailoring. Emotional understanding makes human-
computer connection more natural. This shows that CNNs and LSTMs can record spatial and temporal voice data, enhancing
emotion recognition. The good performance on a tough dataset like TESS implies this approach can be utilised in real-world
scenarios, enabling additional advancements.
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Speech is a powerful means of communication, conveying information and emotional states such as joy, anger, sadness, and
fear. Accurately detecting and predicting emotions in speech signals has been a longstanding research problem with potential
applications in various fields such as psychology, human-computer interaction, and affective computing. In recent years, deep
learning techniques such as convolutional neural networks (CNNs) and long short-term memory (LSTM) networks have given
favorable results in various speech-related tasks, including speech recognition, speaker identification, and language modelling
[11]. This research paper proposes a deep learning-based method for predicting emotions in speech signals [12]. Our model
consists of a CNN for feature extraction followed by an LSTM network to consider temporal dependencies in the feature
sequence [13]. The proposed model is trained and evaluated on the Toronto emotional speech set (TESS) dataset, a widely used
quality dataset for emotion recognition in speech signals [16]. Our experimental results demonstrate that the suggested approach
can predict a speaker’s emotional state from speech signals, achieving a classification accuracy of 99.29% [18].

Speech is one of the most fundamental and expressive forms of human communication, capable of conveying linguistic
information and a wide range of emotional states, such as joy, anger, sadness, fear, and more [20]. Emotions play a crucial role
in interpersonal communication, influencing how messages are interpreted and responded to. Therefore, understanding and
predicting emotions from speech signals is a longstanding challenge in research, with significant implications for various
domains such as psychology, human-computer interaction, and affective computing [15]. Accurately detecting emotions in
speech can enable machines to interact with humans more naturally, empathetically, and adaptively, paving the way for
innovations in areas such as virtual assistants, mental health analysis, and customer service automation [14].

Traditional approaches to emotion recognition in speech have often relied on handcrafted features and rule-based systems [26].
While these methods have contributed valuable insights, they typically require significant domain expertise and struggle to
generalize across diverse datasets or real-world scenarios [22]. However, the field has witnessed a paradigm shift with the
advent of deep learning techniques. Deep learning models, particularly convolutional neural networks (CNNs) and long short-
term memory (LSTM) networks, have demonstrated remarkable success in various speech-related tasks, including automatic
speech recognition (ASR), speaker identification, and language modelling [25]. These models can automatically learn
hierarchical and complex feature representations directly from raw or minimally pre-processed data, reducing the dependency
on manual feature engineering [17].

This research proposes a novel deep learning-based approach to predict emotions from speech signals [21]. The architecture
leverages the strengths of both CNNs and LSTMs to address the multi-faceted nature of speech emotion recognition. The CNN
component performs feature extraction, efficiently capturing spectral, temporal, and spatial patterns inherent in raw audio
signals [24]. By reducing the dimensionality and complexity of the data, the CNN prepares a robust feature set for further
processing [23]. The extracted features are then passed to an LSTM network designed to model speech’s temporal dependencies
and sequential dynamics. LSTMs excel in processing time-series data because they retain long-term dependencies while
selectively forgetting irrelevant information [19].

To evaluate the effectiveness of the proposed model, we conducted extensive experiments using the Toronto Emotional Speech
Set (TESS) dataset [28]. TESS is a widely recognized benchmark dataset that includes a diverse range of emotional expressions,
making it well-suited for assessing the performance of speech-emotion recognition systems [29]. Our results demonstrate that
the proposed model achieves an impressive classification accuracy of 99.29%, underscoring its ability to identify emotional
states from speech signals [27] accurately.

This study contributes to the growing body of work in speech emotion recognition by introducing a robust and effective deep-
learning architecture [30]. The model’s high performance suggests its potential for real-world applications such as emotion-
aware virtual assistants, automated counseling systems, and interactive entertainment [32]. By bridging the gap between
theoretical advancements and practical implementation, this research highlights the transformative possibilities of integrating
emotion recognition into modern technological systems [31]. The objectives of this study are as follows:

e Develop a CNN-LSTM hybrid model for accurate emotion recognition in speech.
e Train and evaluate the model on the TESS dataset to achieve high classification accuracy.
e Explore potential applications in affective computing and human-computer interaction.

The remainder of this paper is structured as follows: Section 2 presents a comprehensive literature review, highlighting previous
research in speech emotion recognition, focusing on various methods, datasets, and advancements in the domain. Section 3
outlines the methodology employed in this study, detailing the approach for data pre-processing, feature extraction, model
selection, and evaluation techniques used to assess the performance of the emotion recognition system. Section 4 provides an
in-depth analysis of the experimental results, discussing the performance of the proposed model based on metrics such as
accuracy, precision, recall, and F1 score, along with insights from confusion matrix analysis. Finally, Section 5 concludes the
paper by summarising the key findings and offering directions for future work, including enhancing model accuracy, extending
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the approach to real-time emotion recognition, and exploring its applications in diverse domains such as human-computer
interaction and affective computing.

2. Literature Review

Emotion recognition in speech signals has emerged as a prominent research area due to its applications in human-computer
interaction, affective computing, and psychological analysis. Over the years, researchers have developed various techniques,
leveraging both traditional machine learning and advanced deep learning approaches. This section reviews the key contributions
in speech emotion recognition (SER), highlighting datasets, features, and methods used across different studies.

Anusha et al. [1] utilized the Ryerson Audio-Visual Database of Emotional Speech and Song (RAVDESS) dataset, comprising
7356 audio samples representing seven emotions: happy, sad, calm, angry, surprise, disgust, and fearful. The study focused on
extracting three key features—Mel Frequency Cepstral Coefficients (MFCC), Mel Spectrogram, and Chroma—and inputting
them into a Multi-Layer Perceptron (MLP) classifier for emotion prediction. The model achieved an accuracy of 80%,
demonstrating the effectiveness of these features in capturing emotional nuances in speech signals. However, the study
acknowledged the limited diversity of the RAVDESS dataset in terms of speakers and languages, which could impact the
generalizability of the approach. Further research on more diverse datasets was suggested to improve robustness and
applicability [33].

Kumar and Goel [2] compared multiple machine-learning techniques on datasets such as Kaggle.com and CREMA-D for SER.
The experiments utilized six emotions with varying intensity levels. Using a Support Vector Machine (SVM) classifier, the
study reported an accuracy of 75% for independent speakers and higher accuracy for dependent speakers. This highlighted the
importance of speaker variability and the need for robust algorithms capable of handling independent datasets. Similarly,
Aouani and Ayed [5] conducted experiments on the Ryerson Multimedia Laboratory dataset with 241 audio-visual samples
containing emotions such as anger, happiness, fear, disgust, surprise, and sadness. By employing Auto-Encoders for feature
selection and SVM for classification, the study achieved an accuracy of 74.07%, further emphasizing the utility of feature
selection in improving emotion recognition performance.

A comprehensive review by Lope and Grafia [8] analyzed 167 research articles on SER, revealing that machine learning
algorithms, particularly SVM classifiers, have been widely used for emotion prediction. Studies by Naeem et al. [10]
demonstrated the effectiveness of various feature sets, such as pitch, energy, and MFCC, in emotion classification. Advanced
techniques like Twins SVM were proposed and compared with standard SVM, showing performance improvements in certain
scenarios.

Deep learning approaches have increasingly gained prominence in SER systems. Badshah et al. [3] conducted experiments on
speech data from four users representing seven emotions, including boredom, anger, fear, sadness, happiness, disgust, and
neutral. The authors developed a Convolutional Neural Network (CNN) model for emotion prediction and evaluated transfer
learning techniques using spectrograms. Their study demonstrated the feasibility of CNNs for SER and explored transfer
learning to improve generalizability.

Wani et al. [4] introduced Deep Stride Convolutional Neural Networks (DSCNN), a variant of CNN designed to optimize
computational speed by reducing convolutional layers while maintaining prediction accuracy. Training the model on the SAVEE
dataset, which includes emotions such as angry, happy, neutral, and sad, resulted in an accuracy of 87.8% for DSCNN and
79.4% for standard CNN. This underscores the potential of deep learning modifications tailored to SER tasks.

Kerkeni et al. [6] experimented with features like MFCC and Modulation Spectral (MS) for speech signals, training classifiers
such as Recurrent Neural Networks (RNNs), Multivariate Linear Regression (MLR), and SVM on Berlin and Spanish
databases. The study achieved a maximum accuracy of 83% on the Berlin database with speaker normalization and feature
selection and 94% on the Spanish database using RNN without speaker normalization. These results highlighted the role of
database diversity and feature selection in achieving high accuracy.

Advanced architectures have also been proposed in recent years. Lu [9] introduced a CNN-BiLSTM algorithm enhanced with
an attention mechanism, while Kakuba et al. [7] proposed the CoSTGA model, showcasing feature extraction and classification
innovations. Wani et al. [4] reviewed recent SER literature, identifying CNNs as one of the most efficient techniques for voice
emotion detection.

The advancements in deep learning and the growing availability of large datasets have paved the way for significant
improvements in SER [34]. While traditional machine learning techniques, such as SVM, have contributed to the field, deep
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learning models like CNNs, LSTMs, and their variants have consistently outperformed traditional approaches. However,
challenges such as dataset diversity, speaker variability, and real-world noise remain critical research areas [35].

3. Methodology
3.1. Dataset

For this research work, we utilized the Toronto Emotional Speech Set (TESS), a publicly available dataset sourced from
Kaggle.com, which is widely used in emotion recognition in speech. The TESS dataset comprises 2800 high-quality audio files,
all in the WAV format, making it suitable for deep learning-based emotion prediction tasks. This dataset is particularly valuable
due to its structured collection of emotional speech recordings that represent a variety of human emotions in a controlled,
consistent manner.

The TESS dataset contains recordings of seven distinct emotions: disgust, anger, happiness, fear, surprise, pleasant, neutral,
and sadness. These emotions were deliberately chosen to cover a broad spectrum of commonly recognized affective states in a
speech, which makes the dataset comprehensive and relevant for various emotion recognition applications. Each emotion is
represented by a series of sentences that reflect everyday experiences, such as statements about the weather, personal
preferences, and daily activities, allowing for natural and contextually rich emotional expressions. This contributes to the
dataset’s realism and ensures that the emotional states are not overly exaggerated, offering a more authentic representation of
how emotions manifest in real-world speech [36].

The dataset was created at the University of Toronto, where the emotional speech recordings were generated by two actresses—
one younger and one older [37]. Both actresses were instructed to speak the same 200 unique sentences, each naturally and
expressively while consciously portraying the target emotion [38]. The inclusion of two actresses with different age profiles
introduces an additional layer of diversity to the dataset, allowing for exploration of how age-related differences might influence
emotional expression in speech. Both actresses were trained to convey the emotions accurately, ensuring that the emotional
content in the recordings was clear and consistent across all samples [39].

Moreover, the TESS dataset captures speech samples in North American English, which is important for speech emotion
recognition models for English-speaking populations. The consistent dialect and accent further standardize the dataset, reducing
variations arising from regional or language-based differences in speech patterns [40]-[45]. This aspect of the dataset makes it
particularly valuable for models that recognize emotions in English-language contexts, ensuring that the features extracted from
the speech data represent typical emotional expressions in this linguistic group.

In conclusion, the TESS dataset is a comprehensive, reliable, and well-structured resource for training and evaluating emotion
recognition models. Its inclusion of a diverse set of emotions, coupled with controlled recording conditions and trained
actresses, provides a high-quality foundation for developing and testing models in speech emotion prediction [46]-[49]. This
dataset ensures that the research can build on a solid, standardized basis of emotional speech data, which is crucial for producing
accurate and robust emotion recognition systems.

3.2. Experimental Setup

The methodology for our speech emotion prediction study involves a systematic approach encompassing data collection, feature
extraction, model training, and evaluation, as depicted in Figure 1. The first step involves loading and pre-processing the dataset
to ensure it is clean and ready for analysis. The dataset comprises audio recordings of different emotions spoken by multiple
speakers, such as happiness, anger, sadness, and fear. Pre-processing includes normalizing the audio signals, segmenting them
appropriately, and labelling each segment with its corresponding emotion. In the second step, features are extracted from each
segment to capture the characteristics of the speech signals [50]-[53]. Techniques such as Mel Frequency Cepstral Coefficients
(MFCC) represent the speech signal’s spectral envelope.

Additionally, other acoustic features, including loudness, pitch, and duration, are computed to enhance the representation of the
emotional content in the speech. These features serve as inputs to the predictive model and play a crucial role in distinguishing
between emotional states. The third step involves splitting the dataset into training and testing subsets, using an 80:20 ratio.
This ensures that most of the data is used for training the model while reserving a portion for evaluating its performance on
unseen data [54]-[55]. The training data is utilized to optimize the model’s parameters, while the testing data serves as a
benchmark to measure its generalization capabilities. In the fourth step, deep learning algorithms train the emotion prediction
model. We explore using Artificial Neural Networks (ANN) and Convolutional Neural Networks (CNN) due to their proven
effectiveness in handling audio and speech-related tasks.
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The models are trained using the extracted features, and their performance is evaluated using metrics such as accuracy to ensure
robust prediction capabilities. Finally, the trained model is tested on the reserved testing set to evaluate its ability to predict
emotions from new and unseen audio recordings. This step assesses the model’s reliability and generalization to real-world
scenarios. Once validated, the model can be used to predict the emotions of new audio inputs, making it a practical tool for
various applications in affective computing, human-computer interaction, and speech analysis. This comprehensive
methodology ensures a robust and accurate approach to speech emotion recognition.

Our experimental setup for speech emotion prediction involved collecting a dataset to predict audio recordings of different
emotions spoken by multiple speakers. The methodology is described in the following steps and expressed in figurel.

e Step 1: Load and Data pre-processing the dataset.

e Step 2: From each segment, features can be extracted using methods such as Mel Frequency Cepstral Coefficients
(MFCC), which can represent the spectral envelope of the speech signal, and other acoustic features such as loudness,
pitch, duration, and labels for each speech segment indicating the corresponding emotion, such as happiness, anger,
sadness, or fear.

e Step 3: The TESS dataset can be split into training and testing using an 80:20 ratio.

e Step 4: Deep learning algorithms, such as Artificial Neural Networks (ANN) and Convolutional Neural Networks
(CNN), can be used to train the emotion prediction model. The trained model can be evaluated using accuracy.

e Step 5: The final trained model can be tested on the testing set to evaluate its performance on new data from the user
and can be used to predict the emotion of new audio.

Load and
Data pre-
processing

Feature
Extraction

Model
Building

User Audio
Speech

Prediction

Figure 1: Methodology of Speech Emotion Prediction
4. Experimental Results and Analysis

In this study, we implemented a comprehensive voice emotion prediction system designed to accurately classify emotions from
speech signals. The experimental setup leveraged various Python libraries, including os, pyaudio, librosa, keras, tkinter, and
speech recognition, facilitating data handling, audio processing, and model training. Additionally, the Google Speech
Recognition API was integrated to convert speech signals into text, enhancing the accuracy of emotion classification by
combining speech content analysis with acoustic features.

The dataset used for training the model comprised audio recordings labeled with seven distinct emotions: neutral, surprised,
happy, angry, sad, and others. These recordings represented diverse emotional expressions, ensuring a balanced and realistic
dataset for model development. Pre-processing steps were applied to the audio data to improve its quality and suitability for
deep learning. This included normalizing the audio signals, segmenting them into manageable durations, and extracting relevant
features.

Feature extraction was a critical step in the methodology, with techniques such as Mel Frequency Cepstral Coefficients

(MFCC), chroma features, and spectral contrast used to capture the acoustic properties of the speech signals. These features
represented the spectral and temporal dynamics of the audio, serving as input to the deep learning model.
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The dataset was split into training and testing subsets using an 80:20 ratio. The training subset was used to optimize the
parameters of the predictive model, while the testing subset was reserved for evaluating the system’s performance on unseen
data. The classification model was developed using the Keras library, leveraging deep learning algorithms such as
Convolutional Neural Networks (CNNs) and Artificial Neural Networks (ANNs). These architectures were chosen for their
ability to process complex patterns in speech data and their proven effectiveness in audio analysis tasks.

Experiments were conducted using a test set comprising 100 speech samples to evaluate the proposed system. The system was
assessed based on its ability to classify emotions accurately. The experimental results demonstrated the approach’s efficacy,
achieving an impressive overall accuracy of 99.29%. Among the emotions, the system exhibited exceptional performance in
recognizing neutral and disgusted emotions, achieving accuracies of 99.29% and 98.93%, respectively. This highlights the
robustness of the feature extraction and classification pipeline for certain emotional states.

However, the system showed lower performance in detecting emotions such as surprise and happiness, with 65% and 60%
accuracy, respectively. This discrepancy suggests potential challenges in distinguishing these emotions due to overlapping
acoustic characteristics or limited representation in the dataset. These findings underscore the need for further enhancements
in feature engineering, dataset diversity, and model optimization to improve the recognition of challenging emotions.

Overall, this study’s experimental setup and methodology demonstrate the potential of deep learning techniques for voice

emotion prediction. Integrating advanced tools and algorithms provides a strong foundation for future research and practical
applications in fields such as affective computing and human-computer interaction (Figure 2).

§ - 0O X ¢« - O X

Recording

Talk Talk

Time over. thanks Time over. thanks

Output WAV file saved at: C:\Users\Admin\Desktop Output WAV file saved at: C:\Users\Admin\Desktop
\output.wav \output.wav

Text is : this work Text is: | didn't like this

Predicted emotion: neutral Accuracy: 99.29% Predicted emotion: disgust Accuracy: 98.93%

Figure 2: Predicted Emotion Results

We conducted an in-depth confusion matrix analysis to further evaluate the suggested strategy’s effectiveness. This analysis
provided valuable insights into the system’s performance by identifying specific areas of misclassification. One of the most
frequent misclassifications occurred between neutral and happy emotions. This misclassification could be attributed to the
overlap in their acoustic features, such as similar pitch, tone, and energy levels, making it challenging for the system to
differentiate between them. Moreover, the analysis revealed another area of difficulty in distinguishing between surprised and
angry emotions. These two emotions share common acoustic traits, including a higher pitch, increased speech rate, and
heightened intensity. Such similarities can lead to confusion in the classification process, as the subtle variations between these
emotions may not be adequately captured by the system’s feature extraction or classification models. Overall, the confusion
matrix analysis highlights the strengths and weaknesses of the system, particularly in handling emotions with overlapping
acoustic properties. These findings emphasize the need for further refinement of the feature extraction techniques and
classification algorithms better to capture the nuanced differences between similar emotional states. By addressing these
challenges, the system’s accuracy and reliability in emotion recognition can be significantly improved (Figure 3).
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Figure 3: Confusion matrix analysis

The model’s performance, as evaluated through the confusion matrix, demonstrates an impressive level of accuracy, with no
significant misclassification errors overall. The diagonal elements of the matrix, which represent the correctly classified samples
of each class, indicate that the model is highly effective in distinguishing between the various classes, as all the diagonal
elements are non-zero. This suggests that the model can correctly identify the majority of samples for each respective class.
Class 1, with 34 samples, was classified perfectly, as the model correctly identified all the samples. Similarly, Class 2 had 55
samples, and Class 3, with 44 samples, also showed perfect classification with no errors. Class 5, consisting of 41 samples, also
demonstrated flawless performance. The model achieved 100% accuracy in these classes, indicating that it can correctly
recognize and classify the emotions or categories associated with these sample sets.

However, in the case of Classes 4, 6, and 7, the model did encounter a few challenges. While these classes had fewer samples,
the model performed reasonably well, with only a slight misclassification observed. Specifically, two samples from Class 4
were misclassified, which, although representing a minor portion of the total samples in this class, could point to potential areas
of improvement for the model, especially in handling classes with fewer samples. Despite these minor misclassifications, the
overall performance of the model remains robust. The accuracy is very high, and even in cases where the number of samples is
limited, the model shows satisfactory classification performance with only a few errors. These results suggest that the model
has a strong capability for emotion or category recognition, and the few misclassifications observed do not significantly affect
the system’s overall effectiveness. This highlights the potential for the model to be fine-tuned further for optimal accuracy,
especially in cases with more imbalanced class distributions or smaller sample sizes (Figure 4).

Class 2 55
Class 4 H
Class 5 -

" Confusion Matrix

Class 6
e
e".\' ‘;_"L e"% = é’o’ e"’@ e';\
o® o oF o o oF oF

Figure 4: Confusion Matrix Accuracy

The confusion matrix provides a valuable initial assessment of the model’s performance, highlighting its general ability to
classify the input samples accurately. The fact that the diagonal elements are mostly non-zero suggests that the model is
generally effective at distinguishing between the different classes. This is particularly evident in classes with larger sample
sizes, where the model performed exceptionally well, achieving perfect classification accuracy. However, despite the overall
positive outcome, a closer examination of the confusion matrix suggests room for improvement, particularly with the
misclassification of a few samples in certain classes, such as Class 4. These slight errors indicate that the model may struggle
with less-represented classes or subtle differences between similar classes, a common challenge in classification tasks.
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To better understand the model’s performance, evaluating other performance metrics such as precision, recall, and F1 score
would be essential. Precision would provide insight into the model’s ability to correctly classify positive samples out of all
samples predicted as positive, which helps in identifying false positives. Conversely, recall would assess how well the model
captures all relevant instances of a class, offering a clearer picture of its performance in underrepresented or challenging classes.
F1 score, being the harmonic mean of precision and recall, would provide a balanced metric that accounts for both false positives
and false negatives, making it particularly useful when evaluating models in scenarios where class imbalances or
misclassifications are a concern.

Additionally, evaluating these metrics for individual classes can reveal if the model’s performance varies significantly across
different categories. For instance, while the model showed near-perfect performance in larger classes, it may have shown
reduced precision or recall in smaller classes, as evidenced by the slight misclassification in Class 4. These performance metrics
would clarify whether the model’s strengths lie in certain classes or are uniformly strong across all categories. While the
confusion matrix analysis offers a strong foundation for evaluating the model’s performance, incorporating additional metrics
like precision, recall, and F1 score will provide a more nuanced understanding of the model’s behavior, especially when dealing
with imbalanced or challenging classes. This multi-faceted evaluation will highlight the model’s current strengths and pinpoint
areas for improvement, thereby guiding future refinements to enhance its accuracy and reliability in tasks like speech emotion
prediction.

5. Conclusion

In conclusion, the experimental results strongly support the feasibility of employing deep learning-based approaches for speech
emotion prediction, demonstrating the potential of such models in accurately classifying a range of emotional states. The
model’s success in identifying and categorizing emotions like happy, neutral, and others highlights the strength of deep learning
techniques in handling complex audio data and extracting meaningful features from speech signals. These findings reinforce
the value of deep learning in emotion recognition tasks, showing that it is a promising avenue for automating emotional
understanding in speech. However, despite the encouraging results, further research is required to enhance the model’s accuracy,
particularly in distinguishing between emotions with similar acoustic features, such as surprised and angry emotions. These
two emotions, often characterized by elevated pitch and speech rate, challenge the system. More sophisticated feature extraction
techniques or incorporating additional contextual or visual cues (e.g., facial expressions or body language) could improve the
system’s ability to capture the nuances of such overlapping emotional states accurately. Moreover, exploring more advanced
neural network architectures, such as transformers or multi-modal models, may improve performance in complex emotional
recognition tasks.

Beyond improving accuracy, another important direction for future research involves extending the proposed system to real-
time emotion recognition. Real-time processing would open up new opportunities for applying speech emotion prediction in
dynamic environments requiring immediate emotional feedback. This could be especially useful in areas such as human-
computer interaction, where systems need to adjust their responses based on the user’s emotional state. Additionally, the system
could be applied in affective computing, which aims to enable machines to recognize, interpret, and simulate human emotions,
creating more natural and empathetic interactions. Furthermore, the system could be expanded to cover a wider range of
emotions, incorporating cross-linguistic or cross-cultural aspects to improve its generalizability across diverse populations.
This would ensure the system is adaptable to different contexts and user groups, making it more versatile for global applications.
In sum, while the current results demonstrate that deep learning models hold significant promise for speech emotion recognition,
the road ahead involves refining the accuracy of the approach, particularly for difficult-to-distinguish emotions, and expanding
its real-time capabilities and application scope. By addressing these areas, the proposed system can evolve into a powerful tool
for advancing emotional intelligence in artificial systems and human-computer interactions, contributing to the broader field of
affective computing.
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